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This paper is based on the book, Science and politics in international environmental regimes, Manchester University Press, 2000, written by Steinar Andresen, Tora Skodvin, Arild Underdal and Jørgen Wettestad. More specifically, it is a shortened and simplified version of the concluding chapter in the book, written by Arild Underdal.

Introduction

This paper is based on a joint research project between Center for International Climate and Environmental Research (CICERO) and the Fridtjof Nansen Institute (FNI). It should be read in conjunction with the paper presented by Tora Skodvin at this same panel. Her paper essentially gives a short outline of the first two chapters in the book, on the general relationship between science and politics, while this paper focuses on some of the main findings from the project in a short and simplified manner. A main difference between this paper and the concluding chapter in the book, is that here all the statistical material as well as methodological qualifications are omitted. For those who want to learn the more compre​hensive as well as complicated story, with all modifications, intricacies and uncertainties, you are encouraged to read the book, and particularly the last concluding chapter. 

The following international regimes have been studied: the whaling regime, North Sea marine pollution, acid rain, ozone and climate. We have split up distinct components (such as the various protocols under LRTAP) and/or phases (for, inter alia, the IWC) as units of analysis, rather than the regimes themselves. Thus, the five regimes in our study have been split into altogether 19 components or phases, and these units constitute the observations to be compared. 

The following questions are addressed: First, is science a major input to decision makers within these regimes. Secondly, what are the patterns of variance? Third, what is the impact of institutional arrangements?, and finally some brief concluding observations. 

Science is a major source of input 

Our dependent variable is the extent to which conclusions from scientific research are utilised or adopted as premises for policy decisions. We conceive of ‘level of adoption’ in terms of a cumulative scale with three levels. At the first and lowest level, decision‑makers recognise the relevance of knowledge produced through scientific research and look to the scientific community for information. At the second level they accept as factually valid the substantive conclusions reached by general consensus within the community of competent scientists. At the third level, decision‑makers also respond positively to policy ‘implications’ or more explicit advice from scientists; not only are conclusions accepted as factually valid, explicit advice and implicit suggestions are also acted upon in a positive manner. 

The general impression, based on the limited set of cases studied, may be summarised as follows:

1. Scientific research seems generally to be recognised as a major supplier of relevant knowledge. In all five regimes decision‑makers have turned to science for problem identifica​tion and diagnosis, and in some cases also for explicit policy advice. In all five regimes research-based knowledge has been generally perceived as an important basis for making informed or rational policy decisions.
 This applies even in cases where the state of scientific knowledge was recognised to be relatively poor. One indication is the fact that some kind of scientific body or bodies have been established as more or less integral parts of the decision‑making system in all these regimes. Moreover, we find a tendency towards increas​ing formalisation of links between decision‑making bodies and the scientific community as regimes ‘mature’. Even though the pattern is not very robust, we can also see a tendency towards higher level utilisation of research-based knowledge over time. Arguably, there may also be a tendency towards broadening of the range of scientific inputs requested, notably to include not only natural sciences but also to some extent economics, the climate change negotiations is the most salient example. 

2. Governments rarely explicitly dispute what the scientific community considers to be ‘consensual knowledge’. This is not to say that uncertainty and knowledge gaps are not exploited for tactical purposes in international negotiations. On the contrary, particularly in the early phases we see that progress is often hampered by one or more parties demand​ing more conclusive evidence or by competing interpretations of available information. Yet, the evidence we have suggests that most governments are reluctant to dispute openly the factual conclusions that a clear majority of competent scientists consider ‘state-of-the-art’ knowledge. The recent climate change negotiations indicate that this applies even where a substantial amount of uncertainty persists.
 Moves to exploit uncertainty or favour biased interpretations are common, but open and explicit challenges seem to be rare.

3. Faced with broad consensus among competent experts on the description and diagnosis of a (severe) environmental problem, governments do in fact most often take some kind of col​lective action. In all five problem-areas analysed in this book some substantive targets were set or regulatory measures introduced. Moreover, it seems that these steps were taken at least in part as a response to scientific evidence. This is by no means to suggest that scientific evi​dence is a sufficient condition for collective action. Nor do we suggest that policy responses are typically derived from research-based knowledge. Only in a couple of instances – the later phases of the stratospheric ozone negotiations, an interim phase of the IWC, and the second LRTAP sulphur protocol – can the regulations adopted be seen as explicitly designed and ‘dosed’ to match criteria or cures prescribed by scientific advisory bodies. And even in those cases it would be an exaggeration to say that regulations were in any strict sense derived from scientific inputs. The typical pattern seems to be one where new evidence about environment​al damage or resource depletion leads, first, to increased attention and requests for further study, and – perhaps at a later stage – to some substantive measures designed to alleviate the problem. In other words, scientific evidence often plays a major role in agenda-setting, and often serves to precipitate some kind of policy response. The substance of that response, however, is determined essentially by politics rather than science. The first LRTAP protocols, IWC regulations, and the agreements pertaining to pollution in the North Sea are good illustrations.

4. Even though broad consensus among competent experts about the nature and ramifications of a problem tends to facilitate international negotiations, conclusive evidence is not a neces​sary condition for collective action. The North Sea conference system agreed on substantive measures in the absence of conclusive evidence about (the amount of) environ​mental damage. So did the third conference-of-parties of the climate change regime. In the mid-1980s IWC even moved substantially beyond the recommendations made by its scientific advisory body. The increasing support for decision rules such as the precautionary principle might suggest that we can expect to see more instances of pro-active environ​mental regulation in the future. This will not necessarily change the overall level of attention paid to research-based knowledge, but it may well change the way in which inputs from science are used and con​ceivably also the kinds of inputs requested by policy-makers. For a truly pro-active environ​mental policy, science seems to be useful particularly to the extent that it can serve as a kind of early warning system, identifying future risks.
 

5. In thinking about the role of science in international environmental regimes we probably see science primarily as a supplier of warnings serving as spurs for protective measures. This image has considerable merit, but our case studies indicate that scientific evidence can some​times have the opposite effect. In the LRTAP regime, a better understanding of the NOx problem had a ‘sobering’ effect upon some of the initial ‘pushers’. Similarly, in the case of IWC the improved knowledge about whale stock populations achieved in recent years tends to undermine rather than support the blank moratorium on commercial whaling. These examples should remind us that better knowledge about the environment will not necessarily serve to support the most radical demands for regulatory intervention.

6. Normally, we would also expect to find a positive relationship between the demand for and the supply of scientific inputs. Thus, we would expect the demand for inputs from science to in​crease as the state of knowledge improves, and supply to be cut back when demand declines. The analysis of the IWC case suggests that the two may not at all move in tandem. The scientists working to strengthen the knowledge base for IWC regulations found them​selves sidelined just as they were able to report substantial progress. Then, as the ruling coali​tion of IWC showed less interest in their findings, they seem to have intensified their research efforts. The causal mechanisms behind this odd pattern are complex, and we are not suggest​ing that demand slackened as a consequence of improvement in supply! The interesting point is that supply and demand are driven in large part by different mechanisms, and that the dynamics of interplay seems to be more complex than recognised by ‘conventional wisdom’. 

Patterns of variance

In chapter 1 we hypothesised that the extent to which propositions and findings from research are adopted as premises for policy decisions depends, first and foremost, on the state of relevant research-based knowledge and the political malignancy of the issue in question (perhaps reinforced by public saliency). We furthermore suggested that within the constraints determined by these background factors, institutional arrangements – more specifically those determining the autonomy and involvement of the relevant scientific community – would make a difference, and that this impact would be sufficiently large to warrant attention to these dimensions as potential tools for the design of international environmental regimes.  

To test these hypotheses we examined the impact of our two main control variables on the level of adoption. We then examined the impact of institutional arrangements, controlling for state of knowledge and problem malignancy. Here just a few main simplified observations will be presented. 

A first observation is that, not surprisingly, the level of adoption is lowest under the least favourable circumstances (poor knowledge, malign problem) and highest in the most favourable context - consistent with our expectations. One case, the third phase of the IWC regime, stands out as a conspicuous ‘outlier’ in that it combines the lowest score with regard to use of research-based knowledge with one of the highest scores in terms of state of knowledge and conducive institutional arrangements. The explanation for this paradox seems to be straight​forward: This is the only case in our study characterised by a stark conflict over basic values. When basic values collide, the main issue will be the overall purpose of manage​ment (in this case, conservation to increase sustainable yield vs. preservation). Research can produce information on the state of a stock or an ecosystem and provide factual inputs for determining sustainable levels of harvest, but there is no way it can resolve the issue of whether it is morally right or wrong to utilise a particular species for consumptive purposes. Introducing ‘. a rational element that science represents has limited effect when bargaining is over values and not numbers’ Whenever conflict focuses on basic values, (natural) science is likely to be sidelined – however sophisticated its models and however accurate and reliable its conclusions may be. 

The latter proposition is not fundamentally at odds with the general line of reasoning we developed in chapter 1; what we have just done is, after all, to explain a low score on our dependent variable in terms of one of our background variables (problem malignancy).
 It does, however, suggest that our conceptualisation of ‘political malignancy’ needs to be refined; the particular conceptualisation that we have adopted here does not distinguish between conflict of interests and conflict of values. The case of IWC clearly indicates that this can be a very important distinction for understanding the role of science as a supplier of input for environ​mental policy and resource management. 

Another general observation is that the background variables account for a substantial proportion of the variance observed in terms of the use of research-based inputs. There is a fairly high correlation between level of adoption and a combined measure of state of knowledge and problem benignity, consistent with the thrust of the arguments made in our case-studies. Moreover, the extent to which inputs from research are adopted as premises for policy decisions seems to be the quality of the products that science has to offer (i.e. state of knowledge).
 This observation can be interpreted as good news for those who would like to see policies based on the best knowledge available. Although important, a good state of knowledge seems not to be a necessary condition for policy-makers to respond to explicit recommendations or policy ‘implications’. The first IWC total allowable catch limit was based on a quite arbitrary figure suggested by the scientific advisory committee. It was generally recognised that only very crude and uncertain stock estimates were available at that time. Similarly, the first regulations pertaining to marine pollution in the North Sea were established in the absence of firm knowledge. On the other hand, a pessimist may note that even a good state of knowledge is by no means a sufficient condition for collective action. 

There are also indications that problem malignancy – particularly when combined with high public saliency – can make an important difference. However, when we control for state of knowledge we find no consistent pattern. The results seem to indicate that research-based knowledge can be an important source of inputs for policy-makers also in dealing with what we have coded as ‘malign’ problems. The case of IWC strongly indicates, though, that there may be a threshold of malignancy above which even sophisticated models and fairly accurate and reliable knowledge are likely to be neglected or seen as irrelevant. We suggest that this threshold can be found at (stark) conflict over basic values and management goals. But the evidence we have clearly suggests that, below that threshold problem malignancy does not constitute an insurmount​able obstacle to the use of research-based knowledge. Moreover, it may also be read as indicating that the risk of ‘contamination’ from politics is not as great as one might have feared. True enough, political malignancy and state of knowledge are negatively correlated Yet, our case studies – particularly those dealing with whaling and climate change – suggest that at least when it has acquired its own institutional base the scientific community can run its core business pretty much according to its own rules and standards also in the presence of political conflict over the substantive issue-area in focus.

The impact of institutional arrangements

What happens if we bring institutions into the equation. In chapter 1 of the book we focused on two main institutional dimensions: the autonomy/integrity of the relevant scientific community or network, and its involvement in a continuous dialogue with policy-makers. We suggested (1) that high autonomy would be important to establish and preserve confidence in scientists as impartial experts, and (2) that a moderate‑to‑high level of involvement in the negotiations themselves would be important to get findings and conclusions across to decision‑makers. 

As to the relation between state of knowledge and problem malignancy on the one hand and institutional autonomy and involvement on the other, the immediate impression is that these correlations are in most cases weak. This can be seen as ‘fortunate’ in substantive sense as strong correlations would have indicated that the leeway for using institutional design as a tool in environmental policy-making would be limited. An interpretation of the general pattern could be summarised in four main points:

· Problem malignancy is negatively associated with the autonomy of scientific bodies concerned, as political malignancy increases, the autonomy of the relevant scientific network or body tends to decrease. This suggests that political conflict tends to induce policy-makers to maintain tighter control. One of the conclusions that we could draw from our case-studies is that the closer the work of a scientific body comes to the substance of the main political issues, the lesser institutional autonomy it tends to have. This in particular relates to rLRTAP, marine pollution, and climate change.

· Malignancy is positively associated with involvement, suggesting that political conflict may enhance the demand for inputs from research – either to support one set of interests against another or to settle competing claims. 

· The better the state of knowledge, the stronger the demand for inputs from science is likely to be, and the more inclined policy-makers may be to develop links to the relevant scientific community in order to tap that knowledge, but as accounted for there are exceptions. 

· State of knowledge and autonomy of the scientific networks or bodies involved are positively correlated. That is, autonomy is likely to facilitate high quality research, and that the scientific communities with high confidence in their own expertise may be more assertive as in the ozone case, and therefore also more successful in persuading policy-makers not to interfere in ways that might upset a well-performing enterprise. 

Finally, let us examine the relationship between institutional arrangements and the utilisation of inputs from research. A first observation is that correlations are very weak. State of knowledge in particular account for a substantially larger proportion of the variance observed in level of adoption than our two institutional dimensions. Out of the seven cases where level of adoption increased, autonomy and involvement increased in only one (ozone). In two other cases (phases of IWC and components of IPCC) autonomy increased, but involvement decreased. Looking at the five transitions where level of adoption decreased, we find only one (within IPCC) where both autonomy and involvement also decreased. On the other hand, we have two cases where both increased (within IWC and IPCC). 

This is by no means impressive support for the assumption that institutions matte, but even weak correlations might suggest substantively interesting hypotheses. The fact that all our case-studies attach some importance to institutional arrangements reinforces the case for pursuing the analysis. Our interpretation of the results can be summarised as follows: 

· Involvement is positively, but weakly, associated with level of adoption. This is consistent with our expectations; the better developed the channels and links between science and politics, the easier it will be for the scientific community to call attention to findings and conclusions, and the easier it will be for decision-makers to get their questions and concerns across to the scientific community. This conclusion is strongly supported by our case-studies. In the analysis of the process leading up to the second sulphur protocol a ‘well-functioning scientific-political complex’ with import​ant similarities to an epistemic community is described. The Working Group on Strategies served as an important arena where scientists and decision-makers could meet to develop a common understanding of the problem. Similarly, in the account given of the role of IPCC in the climate change negotiations it is suggested that close institutional links, including the establishment of arenas where policy-makers and scientists meet regularly to discuss key issues, has contributed substantially to confidence in IPCC reports. The quote from Nature (June 1996) provides a vivid summary: ‘If governments were not involved [in the process of interpreting the implications of scientific findings], then the documents would be treated like any old scientific report. They would end up on the shelf or in the waste bin.’

· Autonomy is negatively – though again weakly – correlated with level of adoption. This may appear at odds with the argument we made in chapter 1. What are meaning​ful substantive interpretations of this finding? Our case-studies offer some interesting clues. Recall that the expert bodies enjoying the highest institutional auto​nomy tend to be those that are preoccupied with the day-to-day conduct of research, i.e. those that are closest to the ‘pole of science’. The bodies whose work come closest to the substance of politics tend to have less institutional autonomy (but also higher involve​ment); the contrast between WGI and the former WGIII in the context of IPCC is a good illustration. Combined with the pattern earlier described, this suggests an interesting re-specification of the argument outlined in chapter 1. A reasonable interpretation would be to suggest that autonomy is good for the production of know​ledge but not in and of itself for the utilisation of research-based knowledge as inputs for policy. This, in turn, implies that the impact of autonomy on level of adoption will have to be traced through at least two different paths – one direct and the other indirect – and that these tend to work in opposite directions. The direct impact of auto​nomy on the transformation and adoption of inputs from science seems to be negative. The indirect effect goes through state of knowledge and is likely to be positive. To the extent that autonomy facilitates the production of knowledge, it will indirectly have a positive effect also on utilisation since state of knowledge seems to be the principal factor affecting the use of inputs from science in policy-making processes.

The upshot of all this is that autonomy and involvement seem to serve different functions; autonomy facilitates the production of knowledge, involvement the transformation of knowledge into inputs for policy. If this is correct, the two dimensions can be combined (at least) to the extent that institutional arrangements can be differentiated according to function. This is exactly what seems to be happening in at least most of our cases, most clearly in LRTAP and the climate change negotiations. In these cases there are, in essence, two- or even multi-tiered systems, where roles are differentiated so that the scientists who are most directly involved in the dialogue with decision-makers serve primarily as co-ordinators of research and as mediating agents (‘knowledge brokers’), while most of those who are engaged in the basic scientific activities seem to enjoy a fairly high degree of operational autonomy and be well secluded from the political process. 

This interpretation seems consistent with Miles' ‘buffer hypothesis’, summarised in chapter 2 of our book. To review, Miles suggests that ‘...from the scientific perspective, it is preferable that the research being conducted be of sufficient concern to warrant continued government support, but that decision processes be deliberately designed so as to provide a buffer between research results and their utilisation for regulation and – especially – for the distribution of benefits and/or apportionment of costs’ (Miles, 1989:50). While Miles states the argument primarily from the perspective of science itself, our analysis suggests that this kind of functional differentiation can be useful also from the perspective of policy-makers. 

Confidence in the kind of inputs that research can provide may, it seems, be drawn from at least two different sources. One is a combination of scholarly competence, integrity and independence. The other is the adversarial scrutiny by people representing conflicting interests. When it comes to dealing with malign problems, the latter may well be the more important. Adversarial scrutiny can be accomplished through different procedures ranging from the well-known scientific quality control mechanism of extensive and open peer review, to deliberate efforts to involve scientists and other experts from countries with conflicting interests in the issue area concerned (in particular from sceptical ‘laggards), to the establish​ment of arenas where governments are in control and where science is subordinate to politics (e.g. the former WGIII in IPCC). The latter seems to be particularly important for govern​ments finding their countries to be in a position of ‘inferiority’ within the international research community. In the context of global environ​mental negotiations, most developing countries often find themselves in a position in which they are asked to accept a problem description and diagnosis developed essentially in North America and Western Europe (see e.g. Gupta, 1997). Given the distance in perspectives, values and interests between ‘North’ and ‘South’, the latter may have sound reasons for scepticism. 

We can now see that the argument we outlined in chapters 1 and 2 needs to be differentiated and refined. The crux of the matter is that autonomy and involvement serves different functions for different parties. For the ‘centre’, autonomy for the scientific enterprise to operate according to its own professional standards seems to be a major source of confidence in its findings. For the ‘periphery’ things look different. From their perspective, ‘autonomous’ science means essentially research undertaken by – and probably also for – the ‘centre’. The more marginal their role in inter​national research and the greater the difference in political values and interests, the less likely are ‘periphery’ countries to find autonomy for science a reassuring arrangement. Add to this the fact that the notion of scientific research as an independent realm of activities is very much a ‘parochial’ Western ideal – not necessarily shared by govern​ments and societies with different cultures and ideologies – and we can see that the recipe for a constructive science-politics relationship in international environmental regimes is more complex than we realised at the outset. 

Combine all this with the observation that while mechanisms promoting the competence, integrity and independence of science – supplemented with the familiar quality control procedures of critical peer review – seems to work well at the production stage, the demand for political scrutiny and control pertains primarily to the transformation stage – particularly to conclusions that are seen as having policy ‘implications’ for controversial issues. The key to ‘success’ , then, is to meet difficult combinations of requirements. Institutional autonomy and involve​ment can both serve useful functions, but these functions are different, and take on different meanings for different actors.

Brief concluding remarks

In general, our findings indicate that the two institutional dimensions we have focused upon in this study do not seem to be critical factors in determining the degree to which research-based knowledge is utilised as premises for environ​mental policies. At least the state of knowledge seems to be a more important determinant than organisation and procedure. It would, however, be a grave mistake to jump from this observation to the conclusion that decision-makers need not worry about institutional arrangements. There can be little doubt that the institutionalisation of science-politics nexuses that we have described in our case studies has made a difference. In cases such as acid rain, ozone, and climate change it is very hard to imagine that international regulation would have reached the level and scope that it has in the absence of (effective) institutional mechanisms for transforming knowledge into decision premises.




� The latest phase of the whaling regime is the only exception. We will have more to say about that case later.


� President George W. Bush jr. for some time contested the ‘state of the art’ knowledge, but more recently he seems to have changed his position. He rejects the Kyoto Protocol, but not the climate problem. 


� Arguably, our discussion of the role of science in chapter 1 may be ‘biased’ in the sense that it builds primarily on a more traditional, ‘re-active’ conception of environmental policy. 


� In chapter 1 we furthermore hypothesised that public saliency would tend to reinforce the impact of political malignancy. In this respect, too, the IWC record seems basically consistent with our expectations.


� A brief note may be required to explain how this interpretation squares with the observation that policy-makers sometimes act in the absence of conclusive scientific evidence. The point is simply that policy may have been precipitated by inputs from science, but it is not in any strict sense derived from a particular problem diagnosis or policy advice. Only in the latter case is policy directly based upon inputs from science. As indicated by the ozone and LRTAP cases, for policy to be formulated as a direct response to the description and diagnosis provided by scientists it seems that the knowledge base itself will have to meet fairly demanding standards.


� For an analysis within regimes, see chapter 8.


� For an analysis of the possibilities and limitations in combining involvement and integrity, see chapter 8. 
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